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What is a system and what is 
systems thinking? 



System:
a set of connected things or devices that operate together (Cambridge)

any group of interacting, interrelated, or interdependent parts that form a complex and unified 
whole that has a specific purpose (Kim, 1999)

an arrangement of parts or elements that together exhibit behavior or meaning that the 
individual constituents do not (INCOSE)



Systems thinking

“a way of seeing and talking 
about reality that helps us 
better understand and work 
with systems to influence the 
quality of our lives” 

(Kim, 1999)



Work systems are complex systems

• Outcomes emerge from component interactions
• Interactions are non-linear (difficult to predict)
• Systems are influenced by their environment
• Systems are dynamic, constantly changing and evolving
• Systems have a history



Lesson 1. A human error lens is 
useless (and can be dangerous)



The cause of anything bad!



The problem with a human 
error approach to safety

• It is reductionist
• It is individual and blame 

focussed

• It overlooks everything we 
know about the behaviour of 
complex systems

• It leads to a ‘fixing broken 
components’ approach

• It is not aligned with 
contemporary accident 
causation models

• It reduces trust and prevents 
learning



• Training
• Automation
• Procedures
• Reprisals
• Removal

Human error-based safety management



If human error isn't causing 
accidents, what is?



Government 
policy and 
budgeting

Regulatory 
bodies & 

associations

Local area 
Government 
planning & 
budgeting, 
Company 

management

Technical & 
operational 

management

Physical 
processes & 

actor activities

Equipment & 
surroundings

Animal, plant & 
biological 

hazard
139, 8.20%

2.49%

Built 
environment & 
infrastructure
111, 6.55%

1.99%

Equipment, 
technology & 

resources
522, 30.80%

9.34%

Information & 
data

7, 0.41%
0.13%

Noise & visibility
57, 3.36%

1.02%

Physical and 
natural 

environment
554, 32.68%

9.92%

Work 
environment, 18, 

1.06%
 0.32&

Time-related
8, 0.47%

0.14%

Weather & 
climate

256, 15.10%
4.58%

Other
23, 1.36%

0.41%

Adverse events
20, 0.67%

0.36%

Compliance, 
violations & 
unsafe acts
601, 20.09%

10.76%

Equipment, 
technology & 
environment
33, 1.10%

0.59%

Judgement & 
decision making, 

605, 20.22%, 
10.83%

Physical & 
mental condition

451, 15.07%
8.07%

Qualification, 
training, experience 

& competence
462, 15.44%, 

8.27%

Supervision & 
leadership

345%, 11.53%
6.18%

Weather & 
climate

4, 0.13%
0.07%

Other
34, 1.14%

0.61%

Activity, work & 
operations
15, 0.50%

0.27%

Communication 
& coordination
167, 5.58%, 

2.99%

Delayed 
recovery and 

response
13, 0.43%

0.23%

Group & 
teamwork
69, 2.31%

1.24%

Personnel 
management & 

workloads
21, 0.70%

0.38%

Planning & 
preparation
53, 1.77%

0.95%

Risk 
assessment & 
management

9, 0.30%
0.16%

Situation 
awareness
69, 2.31%

1.24%

Time-related
10, 0.33%

0.18%

Accident event
11, 0.37%

0.20%

Equipment & 
environmental 

design
22, 5.31%

0.39%

Compliance, 
violations & 
unsafe acts
58, 14.01%

1.04%

Policy & 
procedures, 
13, 3.14%, 

0.23%

Judgement & 
decision making 

22, 5.31%, 
0.39% 

Risk 
assessment & 
management
38, 9.18%,

0.68%

Qualification, 
training, experience 

& competence
27, 6.52%,

0.48%

Other
6, 1.45%

0.11%

Culture
5, 1.21%,

0.09

Communication 
& coordination

22, 5.31%, 
0.39%

Financial 
pressures
4, 0.97%,

0.07%

Supervision
22, 5.31%

0.39%

Personnel 
management & 

recruitment
46, 11.11%,

0.82%

Planning & 
preparation

127, 30.68%, 
2.27%

Time-related
2, 0.48%

0.04%

Time-related
1, 0.40%, 

0.02Compliance, 
violations & 
unsafe acts

15, 6%, 
0.27%

Policy & 
procedures
30, 12%, 

0.54%

Judgement & 
decision making 

15, 6%, 
0.27%

Risk 
assessment & 
management
68, 27.20%, 

1.22%

Qualification, 
training, experience 

& competence
45, 18%, 

0.81%

Other
3, 1.20%

0.05%

Culture
8, 3.20%, 

0.14%

Communication 
& coordination
27, 10.80%, 

0.48%

Financial 
pressures
7, 2.80%, 

0.13%

Supervision
7, 2.80%, 

0.13%

Personnel 
management & 

recruitment
12, 4.80%, 

0.21%

Planning & 
preparation
12, 4.80%, 

0.21%

Culture
2, 1.75%, 

0.04%

Compliance, 
violations & 
unsafe acts
10, 8.77%, 

0.18%

Time-related
8, 7.02%, 

0.14%

Judgement & 
decision making 

15, 13.16%, 
0.27%

Risk 
assessment & 
management
13, 11.40%, 

0.23%

Qualification, 
training, experience 

& competence
6, 5.26%, 

0.11%

Unclear roles & 
responsibilities

2, 1.75%, 
0.04%

Audits & 
inspections
7, 6.14%, 

0.13%

Communication 
& coordination
16, 14.04%, 

0.29%

Financial 
pressures
1, 0.88%, 

0.02%
Regulatory 
structures & 

services
4, 3.51%, 

0.07%

Standards, 
policy & 

regulation
21, 18.42%, 

0.38%

Planning & 
preparation
9, 7.89%, 

0.16%

Budget & 
finance

10, 8.20%, 
0.18%

Culture
4, 3.28%, 

0.07%

Political 
structures & 

services
13, 10.66%, 

0.23%

Judgement & 
decision making 

16, 13.11%, 
0.29%

Supervision & 
enforcement

7, 5.74%, 0.13%

Action omitted/
failure to act
23, 18.85%, 

0.41%

Communication 
& coordination

9, 7.38%, 
0.16%

Policy, 
legislation & 
regulation

35, 28.69%, 
0.63%

Priorities
3, 2.46%, 

0.05%

Qualification, 
training, experience 

& competence
2, 1.64%, 

0.04%

Contributory 
factor

Total number, 
% within level, 

% overall

Key Top 3 most 
commonly 

occurring within 
level

Incident / accident 
contributory 
factors
• 23 AcciMaps

• 5,587 contributory factors
• 79 contributory factor types

Salmon, P. M., et al. (2020). The big picture on accident causation: A review, synthesis and meta-analysis of AcciMap studies. Safety Science, 126, 1-15.

Decisions & actions of governments (e.g. policy)

Decisions & actions of regulators, industry 
associations, courts (e.g. standards)

Decisions & actions of companies, manufacturers 
(e.g. risk management)

Decisions & actions of supervisors 
(e.g. personnel management)

Decisions & actions of workers & work groups 
(e.g. teamwork)

Environmental factors (e.g. equipment)



Lesson 2. All incidents are 
created by multiple interacting 

contributory factors



Uber-Volvo automated 
vehicle incident

• 18th March 2018

• Uber-Volvo test vehicle hit 
pedestrian

• Vehicle being tested with 
human operator in a 
monitoring role

• Sensors identified the 
pedestrian, but safety systems 
had been disabled



Stanton (2009) Models and methods for collision analysis - https://www.racfoundation.org/wp-content/uploads/Models_and_methods_for_collision_analysis_Stanton_March_2019.pdf

https://www.racfoundation.org/wp-content/uploads/Models_and_methods_for_collision_analysis_Stanton_March_2019.pdf


Government / 
Parliament

Regulatory bodies, 
state government 
departments & 

industry 
associations

Local 
government & 

company 
management

Technical & 
operational 

management

Physical processes 
& actor activities

Equipment & 
surroundings

Insufficient geological 
investigation prior to the 
commencement of work 

operations to inform mine 
planning & construction 

activities

Construction of a single 
access & exit point (i.e., 
portal) to the main drift 

which was unusually long 
at 2.3km (two egress 

points standard practice)

Gas explosion resulting in 
29 fatalities

Increasing accumulation 
of hazardous methane 

levels (5%-15%) within 
the mine

Unknown source of 
ignition (e.g., electrical 

arcing, diesel engine 
overheat, contraband, 
frictional sparking)

Pike classified as a 
naturally high ‘gassy’ 

mine

In 1992/1993, the NZ 
government repealed the 
‘Coal Mines Act’ of 1979 

(used to regulate the 
industry)

Non-prescriptive 
legislation introduced 
(‘Health & Safety in 

Employment Act, 1992’)

Industry deregulation, 
(e.g., lack of inspectorate 

oversight, reduced 
enforcement of auditing 

& safety standards)

Mining inspectorate (the 
official union) absorbed 
under the Department of 

Labour (DoL)

Mining inspectorate 
under-resourced & 

understaffed ultimately 
leading to disbandment

Increased financial 
pressures including cost-

cutting strategies

Increased drive & 
urgency to produce coal, 
further adding to overall 

company work demand & 
pressure

New  secondary 
ventilation shaft 

constructed on unstable 
rock around a natural fault 

line

Difficulties constructing 
the ventilation shaft 

including an early bottom 
section collapse resulting 

in a bypass solution

Multiple delays to both 
underground & 

overground infrastructure

Hydro-mining technology 
introduced

Lack of incident/accident 
reporting (e.g., the 

ignoring of continuous & 
dangerously high methane 

levels)

Inadequate gas detection 
& monitoring 

technologies throughout 
the mine system

High rate of senior 
management turnover 

(e.g., six mine managers 
in the 26 months prior to 

the explosion)

Fostering of authoritarian 
executive management 

culture focussed on 
economic growth

Use of unsuitable 
machinery including all-

purpose electrical 
installations

Personnel morale issues 
& absenteeism

Recruitment of 
inexperienced & 
unqualified mine 

personnel (e.g., only two 
of the 29 miners who died 
had >5 years experience)

‘Production over safety’ 
culture

Mining operations 
timeline falls behind 

schedule

New Zealand’s 
mountainous South Island 
region meant that mining 
conditions were uniquely 
challenging & dangerous

Poor compliance with 
safety-related protocols

Workers remunerated 
generously if hydro-

mining targets were met 
(excess of $13,000) 

Significant roof collapse 
in the goaf, most likely 
resulting from a void 

containing large quantities 
of methane

Irregular extraction area 
at the mine face/goaf

Ministry of Economic 
Development approved 
Pike’s mining permit, 

1997, & did not consult 
with the DoL

Health & safety in the 
workplace was not a part 

of the Grey & Buller 
District Council’s & the 

West Coast Regional 
Council’s mandate 

The DoL adopted a low-
level compliance 

approach deeming Pike 
River to be a compliant, 

‘best practice’ company & 
employer

Pike River board of 
directors, shareholder & 

third party investor 
discontent

Deficient ventilation 
system

Potential risk-taking 
behaviours & carefree 

workforce culture 
encouraged

External shareholder 
investment sought

A lack of dedicated 
personnel responsible for 
ventilation, maintenance, 

or electrical systems 
management

Health & safety 
management systems 

deficient/absent

No clear strategy or 
regulation over the 

management of health & 
safety 



Lesson 3. There is a generic 
causal network that frequently 

appears in incidents



A generic causal network
 

Government policy 
and budgeting

Regulatory bodies 
& associations

Local area 
Government 
planning & 
budgeting, 
Company 

management

Technical & 
operational 

management

Physical 
processes & 

actor activities

Equipment & 
surroundings

Equipment, 
technology and 

resources

Physical and 
natural 

environment

Supervision and 
leadership

Physical and 
mental condition

Compliance with 
procedures, 

violations and 
unsafe acts

Personnel 
management and 

recruitment

Risk assessment 
and management

Policy and 
procedures

Risk assessment 
and management

Standards, policy 
and regulations

Political 
structures and 

services

Communication 
and coordination

Qualifications, 
training and 
competence

Planning and 
preparation

Qualification, 
training, 

experience and 
competence

Judgement and 
decision making

Weather and 
climate

Compliance with 
procedures, 

violations and 
unsafe acts

Judgement and 
decision making

Action omitted 
and failure to act

Judgement and 
decision making

Policy, legislation 
and regulation

Communication 
and coordination

Salmon, P. M., et al. (2020). The big picture on accident causation: A review, synthesis and meta-analysis of AcciMap studies. Safety Science, 126, 1-15.



Lesson 4. Most risk and safety 
management methods are out 

of date



The problem with methods

• They do not consider the broader 
work and societal system

• They do not look at interactions 
(e.g. between risks, between 
contributory factors)

• They do not consider emergent 
risks

• They are failure (and human 
error) based

• They are not aligned with 
contemporary models of safety 
and accident causation



SYSTEMS THINKING

 

Adverse events

Real, invisible, safety boundary

Economic failure 
boundary

Unacceptable 
workload boundary

Boundary defined by 
official work practices



Systems thinking approaches 
to risk assessment?

• Understanding of work system

• Assessment of risks across the 
system

• Mitigation strategies for overall 
system

• Current methods:
• Net-HARMS - Networked Hazard 

Analysis and Risk Management 
Systems (Dallat et al., 2018)

• EAST Broken Links (Stanton & Harvey, 2017)

• STPA - Systems Theoretic Process 
Analysis (Leveson, 2011)

• FRAM - Functional Resonance 
Analysis Method (Hollnagel, 2012)



Lesson 5. ‘Emergent’ risks are 
the ones that will catch you out



Emergence

• Outcomes that result from 
interactions between 
elements in the system that 
cannot be fully explained or 
reliably predicted in advance 
by examining the elements in 
isolation 

• Emergent risks are those that 
emerge when other risks 
across the system interact 
with one another

• Net-HARMS method (Dallat
et al., 2018) developed to pro-
actively identify emergent 
risks



Working at 
heights 
aircraft 

maintenance

1. Task design

4. 
Communicate 

procedures

7. Manage 
contractors

2. Risk 
assessment & 

hazard 
identification

13. Report 
and 

investigate 
incidents

8. Provide 
technical 
advice & 

assistance

14. Assurance

12. Respond 
to emergency 
incident/fall

3. Develop 
and update 
procedures

5. Provide 
safe 

equipment

6.Provide 
training

9. Conduct 
aircraft 

maintenance 
at height

10. Supervise 
WAH

11. Report 
hazards

Task risk:
T2 Task omitted 

Key risks not identified

Emergent risk:
T3 Task completed inadequately

Procedures do not address key risks



Lesson 6. Accidents are not 
always caused by failures



Normal performance and the 
Boeing 737 MCAS crashes

Lion Air Flight 610, 198 deaths
Ethiopian Airlines Flight 302, 157 deaths

“They were far too close to the ground, 
and needed to gain altitude. Yet when 
Capt Yared Getachew tried to guide the 
nose of the Boeing 737 upwards, an 
electronic system forced it down again” 

“They had no idea what was going on. 
Each time they tried to bring the nose up, 
their actions would be reversed a few 
seconds later as automatic systems 
forced it down again.”

What went wrong inside Boeing’s cockpit? 
BBC News,  2019



Investment 
opportunities

Stanton (2009) Models and methods for collision analysis - https://www.racfoundation.org/wp-content/uploads/Models_and_methods_for_collision_analysis_Stanton_March_2019.pdf

Vehicle collides 
with pedestrian

Request for appropriate 
testing permits

https://www.racfoundation.org/wp-content/uploads/Models_and_methods_for_collision_analysis_Stanton_March_2019.pdf


Lesson 7. Automation is not 
a silver bullet!



Ironies of 
Automation 

(Bainbridge, 1983)

• The more advanced, the more critical humans become
• Design flaws are a major source of operating problems
• Humans are left to do the tasks that cannot be automated
• Skill degradation
• Highly skilled operators are required when automation 

fails
• Humans are no good at monitoring (“The impossible 

task”)



“For automation to fulfil its promise, 
designers must not focus on the design 
of the automation, but on the design of 
joint human-automation system” 
(Lee & Seppelt, 2009)



Lesson 8. Fixing ‘broken 
components’ won’t solve 

anything 



Search for leverage points

“places within a complex system where a small 
shift in one thing can produce big changes in 
everything” (Meadows)



https://www.behaviourworksaustralia.org/blog/how-systems-thinking-compliments-behavioural-approaches-in-solving-complex-problems



Lesson 9. There will be 
unintended consequences 





Lesson 10. Humans are the 
glue that hold badly 

designed systems together





Deutsch (2017)



The problem with human 
error

• It is reductionist
• It is individual and blame 

focussed
• It ignores everything we know 

about the behaviour of 
complex systems

• It is heavily based on 
hindsight

• It leads to a fixing broken 
components approach

• It is not aligned with 
contemporary accident 
causation models

• It prevents learning
“everyday performance variability provides the adaptations that 
are needed to respond to varying conditions, and hence is the 
reason why things go right” (Hollnagel et al, 2015)



A challenge to the 
safety community

• Embrace complexity & systems thinking

• Reject ‘human error’ as a cause

• Treat incidents as learning opportunities 

• Use systems thinking methods when assessing risk /                                                                          
investigating incidents / developing interventions

• Manage emergence & unintended consequences

• Identify and use leverage points to enact change

• Challenge automation

• Acknowledge the role that workers play in keeping the system safe – treat 
them as heroes and seek to understand how they do it



Thank you!

https://www.usc.edu.au/research/centre-for-human-factors-and-
sociotechnical-systems

gread@usc.edu.au

gemma-read

@gemma_read 

@hfandsts

https://www.usc.edu.au/research/centre-for-human-factors-and-sociotechnical-systems
mailto:psalmon#@usc.edu.au
https://www.linkedin.com/in/gemma-read
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